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Motivation of Black-Box Automata Learning - Example



A high-level overview
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The details
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* missing transitions lead to sink state
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MAT: Observation Table

Example. Σ = {a, b}

row(ε) = 1 0
row(b) = 0 0

row(ε) = row(bbb)



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Table to Hypothesis



MAT: Observation Table (Closed)



MAT: Observation Table (Closed)



MAT: Observation Table (Closed)



MAT: Observation Table (Closed)



MAT: Observation Table (Closed)



MAT: Observation Table (Closed)



MAT: Observation Table (Consistent)



MAT: Observation Table (Consistent)



MAT: Observation Table (Consistent)



MAT: Observation Table (Consistent)



MAT: Observation Table (Consistent)



MAT: Observation Table (Consistent)



MAT: Observation Table (Consistent)



MAT: Observation Table (Consistent)
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Add counterexample (and all its prefixes) to S
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Great! Now some issues…
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Conflict

A conflict appears when a query's answer formally contradicts a previous query in 
a way that cannot be expressed by a model of the target class.

Ex.: two different answers for the same query

State of the art: cannot survive conflicts
In practice: repeating queries so that no conflict reaches the learner

Exponential growth…
Of the number of repeats based on the probability of a conflict reaching the learner
Linear increase of noise leads to an exponential increase of the number of repeats

If only we could allow a few conflicts…
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New Framework: C3AL

Learner SystemReviser

in

out

MQ

out

EQ

CE
Prune

Compatible with state-of-the-art MAT Learners!
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Practical Considerations

Reviser Strategy? (conflict management)
Most Recent vs. Most Frequent Answer

Efficiency of Prune?
No system tests during re-learning, information storage ≠ learning



C3AL vs MAT
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- C3AL more reliable for higher levels of noise and bigger target systems
- 96% success compared to 80% for MAT 

- noise between 0% and 0.1%
- between 4 and 66 states
- alphabet sizes between 7 and 22 input symbols

- C3AL provides the most efficient correct model in 70% of the experiments
- C3AL has on average a 6% reduction in the number of system tests

- We’re now able to learn large systems that are noisy/evolving !

C3AL vs MAT



LearnLib https://learnlib.de/pages/tools
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Thank you!


